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What is AI, and what does it have to do with research?
The increased access to generative artificial intelligence (AI) tools such as ChatGPT has led to
many questions about their place in academia, specifically with regard to academic research.
The Office of the Vice Provost for Research has collected various resources and information to
provide support and guidance to faculty and staff engaged in research and academic activities
who wish to experiment with generative AI tools. Members of the Boston College community
who choose to use these publicly available generative AI tools should understand the potential
risks and limitations associated with them.

Generative artificial intelligence (AI) describes algorithms (such as ChatGPT) that can be used
to create new content, including audio, code, images, text, simulations, and videos (McKinsey &
Company, 2023). Scientists have been using these models to help summarize and write
research papers, brainstorm ideas, and write code. Others have been testing out generative AI
to help produce new protein structures, improve weather forecasts and suggest medical
diagnoses (Nature, 2023).

What pitfalls should I be looking out for when using AI in research?
Privacy Issues
Information shared with generative AI tools using default settings is not private and could
expose proprietary or sensitive information to unauthorized parties. Therefore, you should not
process data that are sensitive, personal, or confidential with AI tools. You should not enter
personally identifiable information into a generative AI tool for any purpose. For more
information regarding data privacy, please refer to the Boston College Data Security Policy.

Bias
Human biases and discrimination can make their way into generative AI tools. AI systems learn
to make decisions based on the data that they are trained with, which might include bias. For
example, Amazon no longer uses an AI tool used in hiring because it was biased against
women’s applications. New research is also demonstrating that GPT specific AI tools in
healthcare may perpetuate racial and gender bias (Zack et al., 2023). If the training data that
are fed into AI tools are biased, the trained models that the AI uses to create future output are
likely to be biased as well.

Errors
All researchers should review AI content carefully before using it in their academic work.
AI-generated content can be inaccurate, misleading, or entirely fabricated (sometimes called
“hallucinations”), and may contain copyrighted material. Although generative AI providers have
made efforts to filter out inappropriate content, generative AI may produce or respond to content
that is offensive, inappropriate, or violates ethical standards.
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How should I think about AI and questions around authorship? What are academic
journals saying about AI?
AI tools cannot meet the requirements for authorship as they cannot take responsibility for the
submitted work. As non-legal entities, they cannot assert the presence or absence of conflicts of
interest nor manage copyright and license agreements (COPE, 20

https://publicationethics.org/cope-position-statements/ai-author
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https://www.theverge.com/2022/2/16/22937766/go-read-this-otter-ai-transcription-data-privacy-report


guarantee confidentiality. The risk section of the consent form should be robust, and also make
it clear that there are many risks we still don’t know about when using generative AI.

Can I use AI when writing or reviewing grants?
A June 2023 notice from NIH specifically prohibits the use of generative AI tools in grant
reviews. Specifically, “Materials pertaining to an application or proposal, and any other
associated privileged information, cannot be disclosed, transmitted, or discussed with another
individual through any means, except as authorized by the Designated Federal Officer (DFO) in
charge of the review meeting, or other desy
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